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Electronic phase transitions in the half-filled ionic Hubbard model
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A detailed study of electronic phase transitions in the ionic Hubbard model at half filling is presented. Within
the dynamical mean field approximation a series of transitions from the band insulator via a metallic state to a
Mott-Hubbard insulating phase is found at intermediate values of the one-body potential A with increasing the
Coulomb interaction U. We obtain a critical region in which the metallic phase disappears and a coexistence
phase between the band and the Mott insulating state sets in. Our results are consistent with those obtained at
low dimensions, thus they provide a concrete description for the charge degrees of freedom of the ionic

Hubbard model.
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One important problem in the field of electronic structure
theory is the understanding of the Mott metal-insulator tran-
sition (MIT).!> Many details have already been clarified us-
ing the canonical model for this transition—the one-band
Hubbard model. At half filling (i.e., having in average one
electron at each lattice site) this transition from the metallic
to the Mott—Hubbard insulating (MI) phase occurs with in-
creasing the on-site repulsion U. Great progress in under-
standing the MIT in Hubbard-type models has been achieved
in the last decade with the development of the dynamical
mean field theory (DMFT). Although many aspects of the
coherent (Fermi liquid) metallic phase and the incoherent MI
phase are now quite well understood, other questions remain
open, especially the relationship between the MI regime and
band insulators (BI), where one sub-band is almost com-
pletely filled by two electrons such that an excitation gap is
formed.

To study the interplay between band and Mott—Hubbard
insulators, various extended versions of the one-band Hub-
bard model have been proposed. It is remarkable that differ-
ent models show separate kinds of behavior. Some of them
have a crossover from the BI to the MI 1regime,3 whereas
others have clear transition points with a metallic phase in
between.* A widely studied model for the second class is the
ionic Hubbard model (THM).>7 In the one-dimensional (1D)
IHM, however, a ferroelectric (or bond-ordered) phase is re-
alized which separates BI and MI, and the metallic phase
shrinks to only one point.'%!" Already in 1D, a finite metallic
region can be recovered by introducing an intrasublattice
hopping ¢’ into the THM.'? In 2D (Ref. 7) or at larger
dimensions® a correlation induced metallic phase was re-
ported between BI and MI, but it is still under debate
whether this metallic phase shrinks to a line® or if it ends up
at a particular point by increasing the ionicity A. In this work
we show that the metallic phase disappears at a certain value
of A above which we found a coexistence region composed
of distinct insulating phases.

It might not be very surprising to find quite different be-
havior in various models at different dimensions. But even if
we restrict our attention to the IHM, the phase diagram is
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highly disputed. The 2D case was studied by a cluster exten-
sion of DMFT (Ref. 7) and by the determinant quantum
Monte Carlo method®® showing different results. The
cluster-DMFT study suggests a bond-order phase separating
BI and MI regimes, while the stability of the metallic phase
was established on a 2D square lattice at finite temperatures.®

To clarify the many open questions related to the elec-
tronic phase diagram of the IHM, we study this problem here
in the limit of high dimensions. In this limit the self-energy is
k-independent and, thus, the dynamical many-body problem
can be mapped onto a single-site one. Using basically the
same DMFT scheme as Garg et al.,’ we confirm the exis-
tence of the metallic phase for moderate values of U/A, but
we also find important new features which are different from
those reported in this recent work. So, for intermediate val-
ues of A, we find a continuous BI-to-metal phase transition
and a discontinuous one between the metallic and the MI
phase with increasing the Coulomb interaction U.

We start our study with the IHM

H=-t >

(E¢p+ He) + U iy,
i

i€EA,jEB,0
+AD A=A A (1)
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on a bipartite lattice with two sublattices A and B having
different on-site energies €4=+A and gz=—A. 1 is the (inter-
sublattice) hopping term and U is the on-site Coulomb repul-
sion. ¢}, (respectively ¢;,) denotes the creation (respectively
annihilation) operator of an electron at the lattice site i with
spin o and 7, is the occupation number operator for elec-
trons with spin 0. We consider an average number of one
particle per lattice site, i.e., the half-filled case.

To apply the DMFT scheme to the IHM, we have to solve
two (A,B) local problems given by the local one-particle
Green’s functions G,. At high dimensions, these local propa-
gators are connected self-consistently by the Dyson equation
g5;=G;I+Ea.9 Without loss of generality, in what follows
we will perform our calculations using a semielliptic density
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of states (DOS)—this type of one-particle DOS is realized on
a Bethe lattice with infinite coordination number.

On a bipartite A—B lattice with nearest-neighbor hopping
t the single-site Green’s functions reads

o)

G (w)=§_f deM

P
—0 gAgB_ €

(2)

with a=A (@=B) and {,=w+i0"—g,+u—3 (o). After inte-

grating Eq. (2) using the semicircular DOS py(e)
=\4’—&?/(2m?), we obtain two coupled equations

G (w)'=¢,-1*Gz(w) for the THM on a Bethe lattice. As in
Ref. 5, we use the iterated perturbation theory (IPT) (Ref.
13) to calculate the local self-energies 2 ,(w). From a direct
comparison between different methods® '3!3 it is found for
the one-band Hubbard model that the quasi-particle peak
(Kondo resonance), the position of the Hubbard bands, the
Mott—Hubbard gap, as well as the principal characteristics of
the metal-insulator transition in infinite dimensions are all
well captured by the IPT solver. Since at each lattice site the
band filling is always away from one-half in the IHM (see
Fig. 5), it is proper to use the canonical IPT ansatz: 2 ()
=2§F+Aa2512 (w)/[1 —BQE(D(Z)(w)] for the correlated problem.
Within this ansatz 37"=Un, is the first-order Hartree term
and n,=—1/mf°, Im G (w)dw. The coefficients A, and B,
are determined by requiring 2 ,(w) to be exact at high fre-
quencies and in the atomic limit. Finally, 3 ()

EEf)(w,[§0a(w)]) is the well known second-order diagram
for the self-energy.'3

In our treatment, the host Green’s functions GOa required

to compute 3 (w) self-consistently are written as Gy
=Q6L+sa— . The energy shift e,—u introduced here ac-
counts for the correct atomic limit of the IHM at U>A,r¢
(see below) as well as the mirror-type particle-hole symme-
try between sites A and B. Notice that a similar type of
correction is employed in the context of single-site Hubbard
model (e4=e5=0), where the energy shift is —u (=—U/2 at
half filling).’ In addition, we point out that our energy shift is
different from the Hartree correction —EZIF employed in Ref.
5, and this might be the cause for significant differences
between our and their results in the large U limit.

Let us now present our results. In Fig. 1, we show the
spectral density for the charge phases of the IHM. In the
upper panel, we present our result for the BI phase for U/¢
=0.1. The full line corresponds to the two-site averaged (or
the rotal) DOS, whereas the dotted line is the site resolved
B-DOS. As expected the charge gap is small, of the order of
A. We observe clear Van Hove singularities at the lower band
edge at each a-site. With increasing U the band gap is sup-
pressed (by dynamical transfer of spectral weight character-
istic of correlated electron systems) and a metallic phase sets
in. As can be seen in the dotted line of Fig. 1(b), the B-DOS
shows a pseudo gap feature at the Fermi level. This implies
that the one-particle DOS in the metallic phase is not pinned
to its unperturbed (U=A=0) value.'® This is understood, be-
cause the charge density wave (CDW) regime prevents the
Fermi liquid fixed point at any value of the Coulomb inter-
action. As expected in such cases, the imaginary part of
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FIG. 1. Total and site-selective (b) DOS for A=0.1¢ and various
values of U. The parameters are chosen identical to those of Garg
et al.’ leading to very close results except for the lowest panel
(larger gap and V-shape leading edge in the DOS). The imaginary
part of the energy is 6=0.0001. Notice the small difference between
the lower and the upper Hubbard band in the site-selective DOS;
this results from the softening of the CDW at large U.

3. (o) (not shown) is finite at the Fermi level. The dynamical
transfer of spectral weight found in the metallic phase can be
traced to a Kondo-type process that leads to strong electron
mass enhancement. A similar effect is known to take place in
correlated electron systems like the periodic Anderson
model’ or in some regimes of the disordered Hubbard
model.!” By further increasing U, the Mott-Hubbard insula-
tor with a gap of the order of U-W (W is the bandwidth) sets
in as the third phase of the IHM.

Having chosen exactly the same parameters as in Ref. 5
(and basically the same method of solution), we find very
similar results for the upper two panels, but substantial dif-
ferences for the results in the large U regime are observed. In
particular, the Van Hove structures found in Ref. 5 near the
Fermi energy broaden and shift to high energies for U
=7.5¢. There is an appreciable modification of the whole line
shape. Within our self-consistent scheme the Hubbard bands
centered at w= *4r are in very good agreement with those
found for the one-band Hubbard model. Clearly, our results
for U=7.5¢ are more plausible than those obtained in Ref. 5.
Moreover, it is understood that in the large U limit the stag-
gered charge density is small (see results of Fig. 5), forcing
one to recover to a good extent the physics of the regular
Hubbard model. This is exactly what is shown in the lower
panel of Fig. 1.

To characterize the correlated nature of the various phase
transitions and the stability of the metallic phase, we show in
Fig. 2 the obtained charge gap as a function of U. The charge
gap can be used as an order parameter of the BI phase and
tends to zero at the BI-metal transition point. Alternatively,
we can use the DOS at the Fermi level p(0) as an order
parameter of the metallic phase (see Fig. 3). To prove the
existence of a phase transition and to determine the transition
point we have to investigate the scaling behavior of p(0)
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FIG. 2. Charge gap of the IHM as function of U for various
values of A. The imaginary part of the energy is §=0.0001. The
coexistence region between metal and Mott insulator (MI) is remi-
niscent of DMFT for the pure Hubbard model.® At large values of A
the metallic phase shrinks and, we obtain a coexistence region for
the band (BI) and Mott insulators.

when the imaginary part of the energy o for the retarded
Green’s function tends to zero. In the case of a finite gap,
p(0) depends linearly on & which is well observed in Fig. 3.
On the other hand, in the metallic phase, we observe a finite
p(0). In such a way, the phase transition line can be deter-
mined.

As can be seen in Fig. 2, the width of the metallic phase
shrinks with increasing A, until it disappears at a critical
value. For A=1.9¢, we find a continuous transition from the
BI to a unique metallic phase with increasing U. In contrast

0 0,005 0,01

FIG. 3. Density of states at the Fermi level p(0) as a function of
the imaginary part of the energy & for U=3.2¢ and A=0.17 (metallic
region) and in the BI case (U=t, A=2t, inset).
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FIG. 4. Phase diagram of the IHM obtained by single-site
DMFT. The dashed area corresponds to the coexistence region be-
tween metal (M) and Mott insulator (MI) or between band insulator
(BI) and Mott insulator, respectively.

to the BI-to-metal transition, the transition from the metallic
phase to the Mott insulator phase is of the first order. The
latter transition in the ITHM is completely identical to the
corresponding transition in the ordinary Hubbard model.
Across the metal-to-MI transition line we observe a coexist-
ence region consisting of two distinct (numerical) solutions,
which is accompanied by a hysteresis loop characteristic of a
first-order MIT. In agreement with previous theoretical
studies,>’ the width of the coexistence region decreases with
increasing ionicity (A). For larger values of A, the metallic
phase disappears and a coexistence region between BI and
MI is found.

The obtained phase diagram for the IHM on a Bethe lat-
tice is shown in Fig. 4. It differs considerably from those
found and/or recently proposed for the IHM on a usual bi-
partite lattice in two or at high dimensions.’>~® In contrast to
previous single-sitt DMFT results,” the metallic phase is
now considerably widened. The first-order metal-to-MI and
BI-to-MI phase transitions resemble the coexistence region
found by Kancharla et al. in 2D.” In addition, our window
for the metallic region at moderate values of A is similar to
the determinant quantum Monte Carlo study also in 2D,%%
indicating common similarities between the physics at low
and high dimensions for the IHM. To further illustrate the
underlying features in the coexistence region and the first-
order phase transitions, we show in Fig. 5 the staggered
charge density ng—n, as a function of U. As one can see, the
curves are continuous at the transition point between the BI
and the metallic phase. However, the staggered charge den-
sity jumps at the transition toward the MI phase.

The possibility of having different types of first-order
phase transitions in the IHM (see Fig. 4) is one relevant
aspect of our work. Furthermore, our results show that the
coexistence region is not necessarily connected with the
bond-order phase recently found with cluster-DMFT for the
2D-THM.” We find that a first-order transition between metal
and MI (or between BI and MI) exists not only in 2D but
also at high dimensions. Thus, the first-order MIT of the
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FIG. 5. Staggered charge density ng—n, as a function of U for
different values of the ionic potential A. Our results for A=2¢ are in
good agreement with those obtained within cluster-DMFT in 2D.”

IHM is of the same nature as that found within the single-site
DMEFT for the one-band Hubbard model.? Finally, we recall
that the 2D (Refs. 7 and 8) works reach opposite conclusions
regarding the metallic phase of the IHM, indicating a great
sensitivity on the procedure used. The metallic phase derived
within determinant quantum Monte Carlo® suggests a quasi-
particle peak at w=0,% while a pseudo-gap like feature is
seen in the Lanczos solution of the cluster bath.” Clearly,
near the Fermi level our metallic phase is more consistent
with the CDMFT calculations. However, the shape of our
phase diagram is similar to the one derived in Ref. 6 which
indicates that the correct nature of the metallic phase in 2D
remains to be investigated.

From the pure Hubbard model it is known that the IPT
method is well suited to show the existence of the coexist-
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ence region and provides a correct qualitative picture of the
metal-insulator transition in infinite dimensions. However,
there are some details of this transition, e.g., the precise po-
sition or the stability of different phases’ which have to be
clarified by more sophisticated methods and which are left
for further studies.

In summary, we derived the many-body phase diagram of
the IHM in the limit of infinite dimensions. For intermediate
values of the ionic potential A, we find a metallic phase
between the BI and the Mott—Hubbard insulating phase
which disappears, however, for larger A. Our results clearly
differ from a previous work which employs the same single-
site approach for the IHM.> We believe to have found the
correct spectral density in the limit of U> A. In contrast to
Ref. 5, our result in this regime shows clear Mott—Hubbard
features, in agreement with the general expectation.’ We find
first-order phase transitions between the metallic and the MI
phases as well as between the band and the Mott insulator.
The latter was not reported in previous studies on metal-
insulator transitions for the IHM. We show that a discontinu-
ous transition exists already at high dimensions and is not
necessarily connected with the bond-order phase as proposed
in Ref. 7.

To conclude, the IHM is expected to have a wide range of
applicability in correlated (real) materials showing charge
order-disorder phase transitions.'® Therefore, it would be
highly interesting to study the stability of the various phases
against additional terms in the one-particle Hamiltonian.
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